The Structure of Locally Integral
Involutive Po-monoids and Semirings

José Gil-Férez, Peter Jipsen, and Siddhartha Lodhia

Chapman University, Orange CA 92866, USA
{gilferez, jipsen, lodhia}@chapman.edu

Abstract. We show that every locally integral involutive partially or-
dered monoid (ipo-monoid) A = (4, <,+,1,~, —), and in particular every
locally integral involutive semiring, decomposes in a unique way into a
family {A, : p € AT} of integral ipo-monoids, which we call its integral
components. In the semiring case, the integral components are semirings.
Moreover, we show that there is a family of monoid homomorphisms
@ = {ppq: Ap — A, : p < g}, indexed on the positive cone (AT, ), so
that the structure of A can be recovered as a glueing f(p A, of its inte-
gral components along &. Reciprocally, we give necessary and sufficient
conditions so that the Plonka sum of any family of integral ipo-monoids
{A, : p € D}, indexed on a lower-bounded join-semilattice (D, V,1),
along a family of monoid homomorphisms & is an ipo-monoid.
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1 Introduction

Idempotent semirings are algebras of the form (A4,V,-,1) where (A,V) is a
semilattice (with order x < y < =z Vy =y), (4,1) is a monoid, and
the monoid operation distributes over the join. They play an important role
in mathematics, logic, and theoretical computer science, since they generalize
distributive lattices and expand to Kleene algebras and residuated lattices. An
involutive semiring is an idempotent semiring with operations ~ and — satisfying:

rLyYy &< r-~y<—1 <<= —y-r< -1

These algebras are term-equivalent to involutive residuated lattices and, in the case
that the lattice is complete, to Frobenius quantales (see [5] and [4]). Furthermore,
algebras of binary relations are involutive semirings under the operations of
union, composition, and complement-converse. The structural characterization
obtained in this paper is valid for more general partially ordered structures called
involutive po-monoids where the semilattice (A, V) is replaced by a poset (A, ).

An ipo-monoid is integral when the monoid identity 1 is also the top element
of the order, that is, the inequality < 1 holds. This is a very important property
for residuated lattices, since it is equivalent to the proof-theoretical rule called
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weakening. In this work we identify a much larger class, namely the class of
locally integral ipo-monoids.

The main result in this paper is that every locally integral ipo-monoid A can
be decomposed in a unique way into a family of integral ipo-monoids {A,, : 1 < p},
which we call its integral components. Two locally integral ipo-monoids can have
the same integral components, but may differ in the way these components are
glued together. We find in the literature similar situations in which a number of
structures are glued together to form a new one: for instance, in [6] it is described
how chains can be attached to an odd Sugihara monoid in order to form a
commutative idempotent residuated chain, and in [8] how Boolean algebras can
be glued together to form commutative idempotent involutive residuated lattices.

In our present case, we associate to every locally integral ipo-monoid A a
join-semilattice indexed family of monoid homomorphisms @ = {p,,: A, = Ay :
1 < p < ¢} between its integral components so that the structure of A can
be completely recovered as an aggregate or glueing |, 5 Ap of these integral
components along @ in two stages: first, the monoid part of A turns out to be
the Plonka sum of the family @, and the involutive negations can be defined
componentwise. Then, we recover the order of A using the product, the negations,
and the local identities.

As an application of our results, we can combine certain semantics for fuzzy
logics with semantics for relevance logic using, for example, the well-understood
MV-algebras as building blocks of a glueing.

We exploit this decomposition in order to prove that several properties of
locally integral ipo-monoids are local, in that a locally integral ipo-monoid satisfies
them if and only if all its integral components satisfy them. One of the most
significant local properties established here is local finiteness.

Previous research into the structure of doubly-idempotent semirings can be
found in [1,2]. The structure of all finite commutative idempotent involutive
residuated lattices is completely described in [8] in a step-by-step decomposition.
In the current paper, this is significantly generalized to all locally integral ipo-
monoids, without any restrictions regarding finiteness, commutativity, or full
idempotence. A similar use of Plonka sums can be found in [7], where the structure
of even and odd involutive commutative residuated chains is studied.

We set the terminology and notation in Section 2, and describe the fundamen-
tal properties of ipo-monoids needed in the rest of the paper. In Section 3, we
introduce the class of locally integral ipo-monoids and show that every locally inte-
gral ipo-monoid is the glueing of its integral components. Finally, in Section 4, we
solve the reverse problem, that is, we provide necessary and sufficient conditions
so that the glueing of a system of integral ipo-monoids is an ipo-monoid.

2 Involutive Partially Ordered Monoids and Semirings

An involutive partially ordered monoid, or ipo-monoid for short, is a structure
of the form (A4, <,-,1,~,—) such that (A4,<) is a poset (i.e., < is a reflexive,
antisymmetric, and transitive binary relation on A), (A, -, 1) is a monoid (i.e., -
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is an associative binary operation on A and 1 is its identity element) satisfying:
r<y <= x-~y<0 < —y-x<0, (ineg)

where, by definition, 0 = —1.! The unary operations ~ and — are called involutive
negations. If there is no danger of confusion, we will write zy instead of z - y.
Given an ipo-monoid A, we say that A is cyclic if it satisfies ~z = —z. An
element x of A is central if -y = y-x for any other y € A, and A is commutative
if all its elements are central. An element x of A is idempotent if x - x = x, and
A is idempotent if all its elements are idempotent. We will be specially interested
in ipo-monoids with a lattice order. These can be then presented as algebraic
structures (A4, A, V, -, 1,~, —) called #-monoids or involutive semirings.?

Lemma 1. Every ipo-monoid satisfies the following properties:

1. double negation: ~—x=1x=—r~zx (dn)
2. rotation: T yYy<Lz <= y-~2<~r <= —z-x< -y (rot)
3. antitonicity: T<y & ~y<~r = —y< -7 (ant)
4. residuation: 2y<z = < —(y-~z) < y<~(—z-x) (res)
5. constants: 0=~1, ~0=1, and —0=1. (ct)

The properties of the previous lemma will often be used without mentioning
them explicitly. Notice also that the multiplication is residuated, with left and
right residuals z/y = —(y - ~z) and z\z = ~(—z - x), respectively, as (res) can
be rewritten as:

ry<z <= x<z/ly <= y<a\z

The fact that - preserves arbitrary existing joins, and therefore is order-preserving,
in both arguments follows easily from these observations. It can be also readily
checked that the involutive negations can be expressed in terms of the residuals
as follows: ~x = 2\0 and —z = 0/z. Since in any commutative ipo-monoid the
equality y/x = z\y holds, every commutative ipo-monoid is cyclic.

Lemma 2. Every ipo-monoid satisfies the following properties:

1. —(Nx . Ny) = N(—:L‘ . _y))
2. ~x is idempotent if and only if —x is idempotent.

Proof. 1. Using (res), (rot), (dn), and (res) again, we obtain z < —(~z-~y) <
zorr Yy &= —y-z2< —~x <= —y-2<2 < 2z < ~(—x-—y). Since

z is arbitrary, we deduce that —(~x - ~y) = ~(—z - —y).
2. Assume that ~x is idempotent. Then, by (dn) and the previous part, —x-—x =
—~(—zx+—2) = ——(~z - ~x) = ——~z = —z. The rest is analogous. O

! Notice that the symmetry of all the properties of Lemma 1, and specially (ct), suggests
that we would obtain the same results had we defined 0 = ~1.

2 This terminology is based on the observation that (A4,V,+,1) is an idempotent unital
semiring since the residuation property of Lemma 1 implies that z(y V 2) = zy V zz
and (z Vy)z =xzV yz, and A is term definable by the De Morgan laws.
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Lemma 3. For every ipo-monoid A, the following conditions are equivalent:

1. The identity —x - x = x - ~x holds in A,
2. The identity ~(—x - x) = —(x - ~x), that is, x\x = x/x, holds in A.

Proof. Suppose that the equation —x - x = x - ~x holds in A. In particular, we
have that —~x - ~x = ~x - ~~x, that is, z - ~x = ~x - ~~x. Hence,

=) =~ ) = —( s ) = (o ),

where the middle equality follows from Lemma 2(1). In order to prove the

other implication, suppose that the equation ~(—x - ) = —(x - ~z) holds in
A. In particular, we have that ~(x - ~x) = ~(—~z - ~x) = —(~x - ~vox) =
~(—x - —~zx) = ~(—z - x), where again the last but one equality follows from
Lemma 2(1). Using (dn), we deduce that —z - = x - ~x. O

Given an ipo-monoid A, we call AT = {x € A: 1 < x} the positive cone of A,
and its elements the positive elements of A, and |0 = {z € A : x < 0} the princi-
pal order-ideal generated by 0. We say that an ipo-monoid A is [0-idempotent if all
the elements in |0 are idempotent. Thus, an involutive semiring is |0-idempotent
if and only if the quasiequation £ A0 = x = 22 = z holds in A. Furthermore,
this property can be expressed by the identity (x A 0)2 = 2 A 0. Our next result
characterizes |0-idempotence in ipo-monoids.

Lemma 4. An ipo-monoid is |0-idempotent <= for all x,y <0, z-y=xANy.

Proof. If A is |0-idempotent, then 0 -0 < 0, and applying (rot) we obtain
0=0-1=0-~0< ~0 = 1. Thus, if z,y < 0, in particular z,y < 1, and
therefore z -y < x and = -y < y. Also, if z < x and z < y, then in particular
z < 0 and so it is idempotent. Thus, z = 2z-2 < z -y and hence x -y =z A y.
Conversely, if A satisfies that for all z,y < 0, -y = x Ay, then for any = <0,
T r=rxNxT=c1. U

The next result shows that |O-idempotence implies that all the elements in
the positive cone are idempotent. The converse is not always true.

Theorem 5. If A is an ipo-monoid so that 0 < 1 and x € [0 is idempotent, then
both ~x and —x are idempotent. Thus, all positive elements of a |0-idempotent
ipo-monoid are idempotent.

Proof. Suppose that A is an ipo-monoid so that 0 < 1 and = < 0 is idempotent.
By (ant), 1 < —z and so, —z = —z-1 < —z-—z. Also, < z implies —zz < 0 < 1,
and therefore, —z -z = —z -z -z < lz = z, and by (rot), —z - —z < —=.
Thus, —z - —z = —z. By Lemma 2(2), ~z is also idempotent. Finally, if A is
J0-idempotent, in particular 0 - 0 = 0, which implies that 0 < 1 by (rot), and for
every 1 < z, we have that ~z < 0 is idempotent and therefore so is —~x =z. 0O
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3 Locally Integral IPO-Monoids and Involutive Semirings

An ipo-monoid is integral if it satisfies the inequality x < 1. Thus, integral
ipo-monoids form a po-subvariety of the po-variety of ipo-monoids, in the sense
of [9]. Notice that, since the inequality 2 < 1 can be expressed as V1 =1 in
the language of involutive semirings, the integral involutive semirings form a
subvariety of the involutive semirings. We will introduce in what follows another
po-subvariety of ipo-monoids and the corresponding subvariety of the variety of
involutive semirings. We say that an ipo-monoid is locally integral® if

1. it satisfies the identity —x - x = x - ~x,
2. multiplication is square-decreasing, that is, 22 < z,
3. it is J0-idempotent.

The main goal of this section is a decomposition theorem stating that every
locally integral ipo-monoid (involutive semirings, respectively) can be decomposed
in a very particular way into integral involutive ipo-monoids (involutive semiring,
respectively). Let’s start by proving that integrality implies local integrality.

Proposition 6. Every integral ipo-monoid is locally integral.

Proof. Suppose that A is an integral ipo-monoid. The inequality 1 -z < =
implies that 1 < x\x, and therefore z\z = 1, by the integrality of A. Analogously,
x/x =1, and hence z\x = z/z, which by Lemma 3 is equivalent to —x-z = x-~uz.

The square decreasing property follows immediately from the monotonicity
of multiplication, since z < 1 implies that zz < 1z = x.

Finally, ~z < 1 implies that 0 < , for all z in A, and in particular J0 = {0}.
Furthermore, 1-0 < 1 implies that 0-0=0-~1 < ~1 = 0, whence we deduce
that 0-0 = 0, proving that A is [0-idempotent. O

Given a locally integral ipo-monoid A, we define for every = in A the elements
0, = x-~x and 1, = —0,. Local integrality implies that 0, = —x-z and 1, = ~0,,
by Lemma 3, and hence ~1, = —1, = 0,. Notice also that 1, = 2\z = z/z, and
hence 0, < 0 and 1 < 1,. Thus, both 0, and 1, are idempotent. We will use
the interval notation [0,,1,] = {y € A: 0, <y < 1,}. The equivalence relation
x =y if and only if 1, = 1, partitions every locally integral ipo-monoid in its
equivalence classes A, = {y € A: 1, = 1,} and, obviously, € A,. The next
lemma offers a very useful description of A,.

Lemma 7. For any locally integral ipo-monoid A and all x and y in A:

Oy =0, =0, and 1o, =1_, =1,
x € [04,1,], and therefore 0, < 1,
lory=y <= 1, <1y,

y € [0z,1:] <= [0y,1y] C [0z, 1],
yeA, < y€|0;1,] and 1, -y=y.

Guds o Do =

3 This class forms a po-quasivariety, by definition. It is not known whether it is a
po-variety or a proper po-quasivariety.



6 J. Gil-Férez, P. Jipsen, S. Lodhia

Proof. 1. A simple computation shows that 0., = —~z-~x = x -~z = 0,, and
therefore 1., = —0~, = —0, = 1,. The proof that 0_, =0, and 1_, =1,
is analogous.

2. The square-decreasing property, namely, x - x < x, can also be expressed as
x < 2\x = 1, by residuation. Thus, using part (1), we have that 0, = 0., =
—1; < —~x = . That is, x € [0y, 1,].

3. 1, <1, = y/y is equivalent to 1, - y < y, by residuation. And since 1 < 1,
we also have that y < 1, - y. Hence, 1, -y < y is equivalent to 1, -y = y.

4. For the left-to-right implication, notice that 0, < y < 1, implies that
0, < ~y < 1g, by (ant), and then 0, =0, -0, <y -~y = 0,. By (ant) again,
we obtain that 1, < 1,. The reverse implication is a consequence of part (2).

5. Ify € Az, then 1, = 1,, and thus y € [0y, 1,] = [0, 1,], by part (2). Moreover,
1, -y =1, -y =y, by part (3). For the reverse implication, notice that if
y € [03,1;] and 1, -y = y, then 1, < 1., by part (4), and 1, < 1,, by
part (3). O

Next, we will use the description of A, of the previous lemma in order to
show that the sets A, are closed under several operations of A.

Lemma 8. Let A be a locally integral ipo-monoid. For every x in A:

1. A, is closed under the involutive negations,
2. A, is closed under multiplication,
3. A, is closed under all existing nonempty joins and nonempty meets.

Proof. 1. By Lemma 7(1), if y € A, then 1., =1, = 1,, and hence ~y € A,.

2. Ify,z € A, then y, z € [0, 1], by Lemma 7(5). Hence, 0, =0, -0, < y-2z <
1 -1, = 1. Also by Lemma 7(5), we have 1, - (y-2) = (1, y) - 2=y - 2,
since y € A,. Thus, again by Lemma 7(5), y -z € A,.

3. Suppose that ) # Y C A, and the join \/Y exists in A. Since for every
yinY, ye A, C [0z 1,], we obtain that also \/Y € [0,,1,]. And since
multiplication distributes with respect to all existing joins, we have that
L VY =V,ey Lo -y =V,ey y = VY. Thus, by Lemma 7(5), VY € A,.
The closure under all existing nonempty meets can be obtained from the fact
that A, is also closed under negations and \Y = —\/ .y ~y. O

Our next goal is to find a canonical representative for each equivalence class A,.
But first, we will provide useful characterizations of A* and ]0.

Lemma 9. Let A be a locally integral ipo-monoid. For all p and a in A, we have
that p € AY if and only if p =1, and a € 10 if and only if a = 0,. In particular,
both involutive negations coincide for positive elements and for elements in ]0.

Proof. We already know that p < 1, is valid for all p in A. If moreover 1 < p,
then 1, = p/p < p/1 = p. The other implication is trivial, since we know that
1 <1, is true for all p. The second part follows from the following equivalences:

A€l = ~a AT <= 1ly=1g=~a < a=—1, =0,.

The last part is true, since for every p € A", ~p = ~1, = —1, = —p, and
analogously for the elements of |0. O
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Lemma 10. Let A be a locally integral ipo-monoid. For every x in A, 1, is the
only positive element of A, and 0, is the only element of A, below 0.

Proof. Obviously, 1, € [0z, 1;] and also 1, - 1, = 1., since 1, € AT. Thus,
1, € A, by Lemma 7. Also, as we mentioned before, 1 < 1,. For any positive
p € Ag, we would have that p =1, = 1,, by Lemma 9. The second part follows
from (ant) and the fact that A, is closed under the involutive negations. O

Remark 11. Notice that the previous lemma tells us that for every = in A, there
is only one positive element p so that A, = A,. This means that the family
{A; : ¢ € A} is actually indexed by A" and that for all p,q € AT, we have
A, = A, if and only if p = ¢. Furthermore, from Lemma 9 and the previous
comment, |0 ={0, :z € A} ={0,:pec AT}

We can now show that the relation and operations of a locally integral
ipo-monoid furnish each equivalence class A, with the structure of an integral
ipo-monoid, with a suitable identity.

Proposition 12. If A is a locally integral ipo-monoid, then for every p in AT,
the structure Ay, = (Ap, <, -, 1,,~,—), where the relation and the operations are
the restrictions to A, of the corresponding relation and operations of A, is an
integral ipo-monoid. If in addition A is a semiring, cyclic, or commutative, then
A, is also a semiring, cyclic, or commutative, respectively, for all p in AT,

Proof. By Lemma 8, every A, is closed under multiplication and the involutive
negations, and 1, € A,. Therefore, the structure A, is well defined, (4,,<) is a
poset, and since 1, - ¢ = x for all z € A, by Lemma 7, (4,,-,1,) is a monoid.
Moreover, since the only element of A, below 0 is 0, = —1,, by Lemma 10, we
deduce from the property (ineg) of A that for all z,y € A,

Ty <= - -~y<0, &= —y-z<0,,

which is precisely the property (ineg) for the structure A,. Finally, by Lemma 7
again, A, C [0,,1,], and therefore x < 1, for all z € A,.

The proof for the locally integral involutive semirings follows from the fact
that A, is also closed under all binary joins and meets, by Lemma 8. O

We call every A, an integral component of A. As we saw in Proposition 12,
some properties of A are inherited by every of its integral components. Sometimes
the opposite is also true. We say that a property of ipo-monoids is local whenever
an ipo-monoid has it if and only if all its integral components have it.

Given a locally integral ipo-monoid A, the sets AT and |0 are obviously
partially ordered by the order of A. The next proposition describes these two
posets.

Proposition 13. Let A be a locally integral ipo-monoid. Then (AT, 1) is a
lower-bounded join-semilattice whose order coincides with the order of A. Also,
(10, -,0) is an upper-bounded meet-semilattice, whose order coincides with the
order of A, and is dually isomorphic to (A*,-,1). If, in addition, A" is finite,
then (AT, <) is a distributive lattice dual to (10, <).
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Fig. 1. Representation of the structure of a locally integral ipo-monoid

Proof. For the first part, notice that AT is closed under products. For all p,q € AT,
we have that that p =1 - p < pg and analogously ¢ < pg. Furthermore, if p < r
and ¢ < r, then pg < 72 < r. This shows that (AT,-,1) is a join semilattice
whose induced order is the restriction of <, and whose lower bound is 1.

As for the second part, the map n: AT — |0 given by n(p) = ~p = 0, is
bijective (Remark 11) and for any two elements p,q € A", we have that p < ¢
if and only if n(q) = 04 = ~g < ~p = 0, = n(p), by (ant), and n(1l) = ~1 = 0.
Therefore, the restriction of < to J0 is a meet-semilattice ordering with upper
bound 0. And by Lemma 4, given two elements 0,,0, € 10, we have 0,,-0, = 0, A0,.

Finally, if A" is finite, then also |0 is finite and therefore a lattice with
respect to the restricted order. Since meet and multiplication coincide in |0,
and multiplication distributes with respect to joins, (J0, <) is distributive, and
therefore also (AT, <) is distributive. O

Remark 1. Notice that the dual isomorphism n: (A*,-;1) — (J0,-,0) sends
joins to meets, and therefore, for any two positive elements p and ¢, we have that

0p - 0g =n(p) -1(q) =n(p-q) = Opq.

Also, since we showed in the previous proposition that the product of two
positive elements is their join, then we deduce that multiplication of positive
elements is commutative. We can actually improve on this result.

Proposition 15. All positive elements of locally integral ipo-monoids are central.

Proof. Suppose that p is positive and let x be an arbitrary element. The equality
P Ope = p(—(p2) - px) = p(px - ~(px)) = pp - ~(px) = pa - ~(px) = 0p; implies
by (rot) that —(pz)r < —(px) - pr = 0py < Opg - 1py < ~p = —p, since 1 < p and
1 < 1,;. Hence, zp < pz, by (rot).

Now, applying (rot) to xp < ap, we obtain —(ap)xz < —p = ~p, and by (rot)
again, p - —(zp) < —z. Finally, since xp < pzx is true for any z, in particular we
have that —(zp)p < p- —(ap) < —z, and by (rot) one last time, pzr < xp. O

As we saw in Lemma 8, every integral component of a locally integral ipo-
monoid is closed under multiplication. But, what happens when we multiply
elements from different components? The following lemma answers this question.
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Lemma 16. Given a locally integral ipo-monoid A, positive elements p and q,
and elements © € A, and y € Ay, the product xy is in Apq.

Proof. The inequalities 1, = p < pg = 1,4 and 1, = ¢ < pg = 1,4 imply that
ApUA, C[0p,1,]U[04,14] € [0p4,1,4], and therefore a2,y € [Opq, 1pq], whence we
deduce that zy € [0pq, 1p4]. Moreover, 1,4-(zy) = pgzy = prqy = 15-x-1,-y = zv,
by Lemma 9, Proposition 15, and Lemma 7. Hence, by Lemma 7, xy € A,,. O

All these results point toward the idea that locally integral ipo-monoids are
built up from integral ones, or at least their monoid reducts are, by means
of a Plonka sum. This construction was first introduced and studied in [10—
12]; for more recent expositions see [13] and [3]. Given a compatible family of
homomorphisms between algebras of the same type {y;;: A; = A, : i < j},
indexed by the order of a lower-bounded join-semilattice (1, V, L), its Plonka sum
is the algebra S of the same type defined on the disjoint union of their universes
S = ;e A, so that for every constant symbol c, S = A1, and for every n-ary
operation symbol o and elements a; € A;,, ..., a, € A;,, 05(ay,...,a,) =
o®i(pii(ar),... i, i(an)), where j =4y V- -+ Vi,. The compatibility condition
of the family of homomorphisms says that for every i € I, ;; is the identity
on A;, and that if ¢ < j < k then ¢ji 0 ;5 = @ir. One can readily prove that
the Plonka sum of a compatible family of homomorphisms is well defined and it
satisfies all regular equations that hold in all the algebras of the family. Recall
that a reqular equation is an equation in which the variables that appear on the
left-hand side are the same as the variables that appear on the right-hand side.

Given a locally integral ipo-monoid, we would like to find a compatible family
@ of monoid homomorphisms indexed on the order of A', so that the monoid
reduct of A can be reconstructed as the Plonka sum of @¢. Consider, for every
pair of positive elements p < ¢, the map @,q: A, — A, given by ¢, (z) = qz.

Lemma 17. Let A be a locally integral ipo-monoid and p < q two positive
elements. Then ppq: Ap = Ay is a well defined monoid homomorphism. Moreover,
it respects arbitrary nonempty existing joins and therefore is monotone.

Proof. For all positive elements p and ¢, and € Ap, we have that gz € Agp,
by Lemma 16. Moreover, by Proposition 13, the inequality p < ¢ implies that
pq = q. Hence, the map ¢pq: A, = A, is well defined. Furthermore, ¢p,(1,) =
ql, =gp =q =1, and for all z,y € A4,

Opg(Z - Y) = qry = qqry = qrqy = ©pe(T) - ©pe(y),

since ¢ is positive and therefore idempotent and central, by Proposition 15. This
shows that ¢, is a monoid homomorphism. Finally, if ) # Y C A, is such that

VY exists, then ¢, (VY) =¢- VY = Vyey @9 = Vyey ¢pa(y)- O

Proposition 18. Let A be a locally integral ipo-monoid. Then, its associated
family = {ppq: Ap — Ay} is compatible family of monoid homomorphisms
indexed by the order of the join semilattice (A1, 1).
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Proof. For every positive element p and x € A,, we have pp,(z) =pr =1,z =z,
by Lemma 7, since x € Ap. That is, ¢pp is the identity homomorphism on A,.
And if p < g < r are positive elements, then @q.(ppe()) = rgz = re = ppr(z),
since rq = r by Proposition 13, because ¢ < 7. O

As we will show in the next result, the monoid reduct of a locally integral
ipo-monoid is the Plonka sum of the family above. Although this is not the case
for the rest of the structure, still we can recover it from its integral components.
Recall that a property is local if it is satisfied by an ipo-monoid if and only if it
is satisfied by all its local components.

Theorem 19. Let A be a locally integral ipo-monoid and @ its associated
family of monoid homomorphisms defined above. Then, its Plonka sum S =
(LJrJAp7 8, 1S) is the monoid reduct of A. Moreover, if we define ~Sz = ~Arg
and =Sz = —Arx, for every x € A, with p positive, and

r<Sy = 255y =0,, foralreA,andyc A,

then (t"JAp» <8,.8 8, —S) is A. Furthermore, cyclicity and commutativity are
local properties.

Proof. By Remark 11, the set {4, : p € AT} is a partition of A, and therefore
J A, = A. The element 15 = 141 = 1, and given two elements = € A, and
y € Ag, for arbitrary positive elements p and g, and r = pg, we have that

x-S Y = @pr(x) Ar Ygr(z) =12 - TYy =11y =rey = 1, - (vy) = xy,

since r is positive, and therefore central and idempotent, and xy € A, by
Lemma 16. The involutive negations of every integral component A, are the
restrictions of the corresponding operations of A, by Proposition 12, and therefore
Sy =n~Ary = ~g and Sz = —Arr = —1.

Notice also that for every z € 4, and y € Ay, for p and ¢ positive, x < y if
and only if z - ~y < 0, by (ineg). Since x - ~y € Ay, and the only element below

0 in Apg is 0pg by Lemma 9, we have that
<y <= - ~yY<0 &= z-~y=0,, x-SNSyzopq = :vésy.

Finally, A is commutative if and only if all its integral components are commuta-
tive, since commutativity is expressible by the regular equation z -y =y - . The
same is true for cyclicity. O

Corollary 20. A locally integral ipo-monoid A is idempotent if and only if
all its integral components are Boolean algebras. In particular, any idempotent
ipo-monoid is commutative if and only if it satisfies —x - x = x - ~x.

Proof. An integral ipo-monoid is idempotent if and only if it is a Boolean algebra,
because if A is idempotent then for all z,y € A, x-y = xAy. Indeed, z-y < 1.y =y
and analogously z -y < z. And if z < z and z < y, then z = 2 - z < x - y. Hence,
the result follows from the fact that a locally integral ipo-monoid is idempotent
if and only if all its integral components are idempotent. O
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The previous corollary covers the structural decomposition results in [8]. In
this paper it is also shown that the variety of commutative idempotent involutive
residuated lattices fails to be locally finite. Without the lattice operations, however,
we have the following result.

Corollary 21. Local finiteness is a local property of ipo-monoids.

Proof. Suppose that the integral components of A are locally finite and let
X C A be a finite set and J = {1, : © € X}. Without loss of generality, we
can assume that J is closed under binary joins (i.e., products), and that J C X.
We will prove the proposition by induction on the cardinality of J. Let p be
a minimal element in J and Y, the closure of X,, = X N A, under products
and involutive negations. Since A, is locally finite, Y, is also finite. Consider
the finite set X’ = (X N\ X,)U{ry : y € Y}, p < r € J} and notice that
J' ={1,:x € X'} = J ~ {p}, which is closed under binary joins, and J' C X’.
By the inductive hypothesis, the subalgebra B generated by X’ is finite. And
since J' is closed under binary joins, B C | qe’ Ay. Now, for any y € Y}, and
x € B, yr = (ry)x € B and zy = 2(ry) € B, where r = p -1, € J ~ {p}. Since
1 € B and both Y}, and B are closed under products and involutive negations,
the universe of the subalgebra generated by X is Y, U B, which is finite. The
reciprocal is obvious. O

4 Glueing Constructions

The last theorem of the previous section shows how every ipo-monoid is an
aggregate of its integral components. Our next question is, what are the conditions
that a family of integral ipo-monoids and a family of homomorphisms should
satisfy so that the construction of Theorem 19 is a (locally integral) ipo-monoid?

To make this question precise, let’s assume that D = (D, V,1) is a lower-
bounded join semi-lattice, A = {A,, : p € D} is family of integral ipo-monoids, and
D ={ppg: Ap = Ay:p <P ¢} is a compatible family of monoid homomorphisms.
We call (D, A, ®) a semilattice direct system of integral ipo-monoids. Letting
A, =(A4),<p,p, 1p,~p,—p), for all pin D, we define the structure

A, =(HpA 7<G7'G71G5NG77G )
P D “*p

where ( Hp Ap, G, 1G) is the Plonka sum of the family @, and therefore a monoid,
and for all p,qg € D, a € Ay, and b € A;, ~%a = ~,a and —%a = —,a, and

a<Cb = a-%~Cb=0,,

We call this structure [; A, the glueing of A along the family &.

With this definition, one can restate Theorem 19 as saying that every locally
integral ipo-monoid A is the glueing |, 5 Ap of its integral components along the
family of homomorphisms & = {¢,,: A, — A,} determined by ¢,,(z) = qz.
Our question is, given a system (D, A, §) of integral ipo-monoids, what are the
conditions that @ must satisfy in order to ensure that |, 5 Ap is an ipo-monoid?
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Fig. 2. Structure of a locally integral ipo-monoid

We start our analysis by identifying some relevant elements of |, 5 Ap- But first,
notice that since ~& and —€ are defined componentwise on the disjoint union
Hp Ap, we can safely drop the superscripts and subscripts of these operations.
Now, according to the definition of the Ptonka sum, 1€ = 141 = 1;. Let’s set
06 =—-1% = -1, = 0;.

The next lemma can be interpreted as saying that the glueing | o Ayp is indeed
an “aggregate” of the integral ipo-monoids A, although not necessarily an ipo-
monoid itself, since the relation <& could be not transitive. In the example of
Figure 3, 0, <0, <1, < 1,, but 0, £ 1,.

Fig. 3. A glueing of integral ipo-monoids that is not an ipo-monoid

Lemma 22. If f(p A, is the glueing of a system of integral ipo-monoids (D, A, D),
then the restrictions of <%, -G, ~G, and =€ to Ay, are <y, p, ~p, and —p,
respectively. Moreover, for all p <P ¢ and a € Ay, we have that ppe(a) =1, G .

Proof. The fact that ~¢ and —© restricted to A4, are ~, and —, is immediate,
by the definitions. Now, if a,b € Ap, then pV p = p, and by the definition of
<% we have that a < b < -G ~b=0, < ¢pp(a)p ppp(~b) =0, <=
a-p,~b=0, < a <, b, since ¢,, is the identity on A,. For the same reason,
a-Sb=ya),p,pb) =a-,b. Finally, if p <P g and a € A,, then ¢,,(a) =
epa(Lp p @) = Ppq(1p) ¢ Ppg(a) = 1q ¢ Ppg(a) = gq(ly) g Ppela) = 14 Fa. O

Remark 23. An immediate consequence of this result is that <@ is a reflexive
relation, since for every p € D and a € A, we have that a <€ a if and only
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if @ <, a, which we know is true. This result also implies that ~¢ and —©

o : G_G, _ o _ _G, G
satisfy (dn), since ~~—%a = ~,—pa = a = —p~pa = —“~“a.

It seems obvious that, for [; A, to be an ipo-monoid, the condition (ineg)
has to be satisfied, what imposes on the family @ the following balance condition:

for all p,g € D,a € Ay, b€ Ay a-C~b=0,, <= —b-Ca=0,, (bal)

One can readily check that the commutativity of |, 5 Ap implies that @ is balanced.
We will prove next that when & is balanced, the operations ~& and —€ are
involutive with respect to the relation <.

Lemma 24. If f¢ A, is the glueing of a system of integral ipo-monoids (D, A, D)
so that @ satisfies (bal), then for all p,q € D, a € A, and b € B,

a<®b = -b<® —aqg = ~b<® ~a.

Proof. The first equivalence can be proven as follows: a <€ b <= a-G~b = 0,,
— —b-Ca=0,, & —b-C(~—a)=0,, < —b <% —a. For the other
equivalence, just notice that ~b <& ~a <= a = —~a <& —~b =b. O

Our next step should be to analyze the sets G* = {a € |§ 4, : 1; <€ a} and
190, ={a € WA, :a<%0;}.* In particular we will show that the elements of
G are the elements of the form 1,, and the elements of 1€0; are the ones of
the form 0,, for some p € D.

Lemma 25. If f@ A, is the glueing of a system of integral ipo-monoids, then
for allp in D and a in A,, we have that

11<Ga<:>a:1p and a<G01<:>a:0p.

Proof. Since 1 <P p, for all p, in particular p = 1V p. Hence, 1; <% a
©1p(11) p Ppp(~pa) =0, <= 1, pr~pa=0, <= ~pa=0, < a=—,0,
1,. The proof of the second equivalence is analogous.

!

oo

Reflecting on Proposition 13, we would like to show that the relation <
endows G with a structure of join-semilattice isomorphic to D, and ¢G01 with
a structure of meet-semilattice dually isomorphic to D. In general, this will
not be true. For this to hold, it will be necessary to assume an extra property
of @. We will prove first that this property is valid for the family of monoid
homomorphisms associated to a locally integral ipo-monoid.

Lemma 26. Let A be a locally integral ipo-monoid and p < q positive elements.
Then, ppq(0,) = 04 if and only if p = q.

Proof. The implication from left to right is obvious, since p = ¢ implies that ¢,
is the identity map. As for the other implication, just notice that p < ¢ implies
that 04 < 0, < ¢ -0, = pqg(0,), and therefore pq(0,) # 0. O

4 Notice that, even though we don’t know whether <€ is a partial order (and actually,
it will not be one in general), these definitions still make sense.
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This suggests the following condition for @, which we call zero avoidance:
for all p<P q, ¢p(0,) =0, &= p=gq. (za)

Lemma 27. If f¢ A, is the glueing of a system of integral ipo-monoids (D, A, D)
and ® satisfies (za), then for all p and q in D, 1, < 1, < p <P q and
0, <€ 0, & ¢<Pp.

Proof. For all p,q € D, with r = pV ¢, we have the following equivalences:
1, <91, <= ©pr(1p) v 0ar(0g) =0, <= 1, 04 (04) =0, <= ©g-(0,) =
0, < q=r=pVq < p <" q. The proof of the second equivalence is
analogous. O

The previous lemma seems to capture the spirit of Proposition 13. Notice
though that this proposition is more specific, as it says that the join of two
positive elements, as well as the meet of two elements below 0, is their product.
We can readily see that, in the glueing [, A, along a family & satisfying (za),
for any two elements p and ¢ in D, with »r = p V ¢, we have

117 G 1(1 = (pp’r‘(lp) ‘r L)qu(lq) = 1r ‘r 1r = 1r = 1p\/q = 1p V 1q~

But, for the case of the elements of |05, this will not always be true: for instance,
in the example of Figure 3, 0, - 0, = 15 # 05 = Ogyr. We will need to impose an
extra condition on @:

for all p,q € D, 0,-%0, = 0pvq. (%)

Notice that condition () is not spurious, as it is equivalent to the fact that for all
p,q€ D, 0, <@ 14, which is a desirable property, since we know that 0, <% 04,
0; <% 1;,and 1; <© 14, and we want <% to be a partial order, and in particular
transitive. Thus, the condition () will be a consequence of a much more general
condition on @:

for all a,b,c € Y A,, ifa<®bandb<®c, thena<®e. (tr)
Our next result characterizes the condition (tr) in simpler terms.

Lemma 28. If f(p A, is the glueing of a system of integral ipo-monoids (D, A, D)
and @ satisfies (bal), then @ satisfies (tr) if and only if it satisfies:

1. forallp <P q, and a,b € Ap, a <, b = ppq(a) <q ©pg(b); (mon)
2. for allp <P q, p <P r, and a € Ay, ~ppy(a) <€ ppr(~a); (lax)
3. forallpvr<Puv, ac Ap, and b€ A,,

<prv(’\’b) <o N(Ppy(a) — a gG b. (Nlax)

Proof. First, notice that for all p <P g and a € A,, we have that a G ~ppqla

)
©pa(@) -q Pag(~Ppg(a)) = Ppg(a) -g ~ppq(a) = 0g, what implies that a < ppq(a).
We will use this property several times in what follows. Suppose now that &
satisfies both (bal) and (tr).
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(mon) Suppose that a,b € A, are such that a <, b, and let p <P ¢. Then, by
the property above, a <G b <% ,,(b), and by (tr), we obtain that a < ,,(b).
Hence, ©pq(a) ¢ ~@pg(b) = a -G ~ppe(b) = 04, and therefore p,q(a) <4 Ppy (D).
(lax) By the property above, we have that a <& ¢,,(a) and ~a <& ¢,,.(~a), and
by Lemma 24, ~p,,(a) <& ~a. We deduce by (tr) that ~p,,(a) <& ¢p-(~a).
(~lax) By the property above, we have that a < ¢,,(a) and ~b <G @, (~b),
and by Lemma 24, ~pp,(a) <& ~a. If in addition we have @,.,(~b) <, ~pp(a),
then ., (~b) <& ~pp,(a) and we deduce by (tr) that ~b <& ~a, and so a <€ b.

In order to prove the reverse implication, suppose that @ satisfies (bal) and
the three above conditions, and p,q,r € D, with s =pV g, t =qVr,u=pVr,
a€ Ay, be A, and ¢ € A, are such that a < b and b <€ ¢. Then, by definition
of <&, we have that ©ps(@) -5 Pgs(~b) = 05 and @g¢ (D) -4 pre(~c) = 04, whence we
deduce that p,s(a) <s —@qs(~b) and @p(~c) <4 ~pqe(b). Taking v = sV t, we
deduce by (mon) that ¢,,(a) <y @sv(—@gs(~b)) and ¢, (~c) <y @ro(~pqe(D)).
Moreover, by (lax), we have that ~@,(b) <& ¢,5(~b) and by Lemma 24, we
deduce that —@,s(~b) <& —~pg(b) = @i (b), and therefore

Ppu(a) v Pro(~€) <o Psu(—Pgs(~b)) v Pro(~Pgt(b)) = Ou,

which implies that ¢, (@) -» @re(~c) = 0, and hence ¢,,(~c) <y ~@py(a), and
applying (~lax), a <% c. O

Remark 29. Notice that if a compatible family @ satisfies (bal), then it satis-
fies (lax) if and only if for all p <P ¢, p <P r, and a € A,, —ppq(a) <& ¢pr(—a).

Lemma 30. If [, A, is the glueing of a system of integral ipo-monoids (D, A, ®)
and & satisfies (bal), (za), and (lax), then <€ is antisymmetric.

Proof. Suppose that p,q € D withr =pVgq, and a € A, and b € A, are such that
a <% b and b <€ a. That is, ©pr(@) -7 @gr(~b) = 0, and @4 (b) -+ Ypr(~a) = 0y,
or equivalently ¢pr(a) <, —@gr(~b) and g, (b) <r —@pr(~a). By (lax), we get

Wpr(a) <r _wqr("‘b) <r ‘qu(_Nb) = ‘qu(b) <r _9%7"("’@)-

Hence, we would have that ¢, (0,) = @pr(a -p ~pa) = @pr(a) - @pr(~pa) = 0.
By (za), this only is possible if p = r. By a symmetric argument, we also obtain
that ¢ = r, and therefore p = ¢. Thus, by Lemma 22, we have that a <, b and
b <, a, and therefore a = b. O

We are now in the position to prove our main result.

Theorem 31. A structure A is a locally integral ipo-monoid if and only if there
is a system (D, A, ®) of integral ipo-monoids satisfying (bal), (za), and (tr) so
that A = [, A,,.

Proof. As we showed in Theorem 19, if A is a locally integral ipo-monoid, then
(A*,-,1) is a lower-bounded join-semilattice, its integral components form a
family {A, : p € AT} of integral ipo-monoids, and we have a compatible family
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Pip

/ﬂ 1p 1p Y1 1p 1p
. ' e
b=10b2 b=10b2 1 b=1b2 1 b=1b2
a0 a I/
/ —b —b 0 —b 0 —b
a?=0 a?=0
0p 0, 0p 0p

Fig. 4. Two glueings, one being a semiring, the other just an ipo-monoid

of monoid homomorphisms ¢ = {¢p,: Ay = Ay p < g} given by ¢,q(z) = gz,
so that A = [, A,,. Moreover, ¢ satisfies condition (bal) since A satisfies (ineg),
condition (za) by Lemma 26, and condition (tr) since < is a partial order.
Conversely, if (D,V,1) is a lower-bounded join-semilattice, {A, : p € D}
is a family of integral ipo-monoids, and @ = {@p,: A, — A, :p <P ¢} is a
compatible family of monoid homomorphisms satisfying (bal), (za), and (tr), then
<@ is a reflexive binary relation on |4 A, by Remark 23, which is also transitive
since it satisfies (tr), and antisymmetric by Lemma 30. That is, (E-JAP, gG)
is a poset. By construction, (L—ﬂAp, G, 1G) is a monoid. Furthermore, since
@ satisfies (bal) and the only element in 1%0; N Ap is 0p, for every p € D, by
Lemma 25, we deduce that f 5 A satisfies (ineg) and therefore it is an ipo-monoid.
It can be readily checked that for all p € D and x € A, —Gp .Gy =26 G
since these involutive negations and products are computed inside A,, which is
integral. For the same reasons, one can check that z-& 2 <% z, since the product
is computed inside A, and the restriction of <€ to A, is <, by Lemma 22.
And since €0, = {0, : p € D} by Lemma 25 and 0, -% 0, = Opy, = 0,
by (%), which is a consequence of (tr), we also have that [, A, is |0-idempotent.
In summary, f(P A, is locally integral. Since for all p € D and =z € A, 1, =
~C(=C2.C 1) = ~,(—px-px) = 1, we deduce that {A,, : p € D} is the family of
integral components of fzp A,. Also, by Lemma 22, we know that ¢p,(z) = 1, Gy,
for all p <P ¢ and z € A,, that is, @ is the family of homomorphisms of the
decomposition of Theorem 19. O

Corollary 32. Given any nonempty family of nontrivial integral ipo-monoids
(involutive semirings, respectively) there is a locally integral ipo-monoid (involutive
semiring, respectively) whose integral components are the given ones.

Proof. If {A, : p € D} is a nonempty family of nontrivial ipo-monoids, let’s
choose a lower-bounded linear order on D and let D = (D, V, 1) be the associated
lower-bounded join-semilattice. Then, the set @ = {¢,,: A, — A, :p <P ¢} of
maps so that ¢,q(z) =14 if p < g and @pe(z) = z if p = ¢ is a compatible family
of monoid homomorphisms satisfying (bal), (za), (mon), (lax), and (~lax). By
Theorem 31, |. 5 Ap is alocally integral ipo-monoid whose integral components are
{A, : p € D}. If in addition all the integral components are involutive semirings,
then [, A, is also an involutive semiring, since the join of a € A, and b € A, in
fq§ A, is either their join in A,, if p =g, or 1,4, if p # q. U
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Fig. 5. All integral involutive semirings up to size 5 and an integral ipo-monoid of size 6,
as components for constructing locally integral idempotent semirings and ipo-monoids.
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